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Przypominam: Zajecia grupy 2. 17.12.2025 zaczynajg sie wyjgtkowo o 12:00

Zadanie 1 (Kuba Sutkowski)

Udowodnij, ze rozktad wyktadniczy ma uogdlniona wtasnosé bez pamieci. To znaczy, jesli X jest
zmienng o rozktadzie wyktadniczym, Y i Z sg zmiennymi o rozktadach cigglych przyjmujacymi
wartosci nieujemne, i X, Y, Z sa niezalezne to mamy

PX>Y+Z|X>Y)=P(X > Z2)

Rozwigzanie
Zat6zmy, ze paramatrem rozktadu X jest A (X ~ Exp()))
P(X > 2)= [ f2(2)- (1= Fx(2)) dz = [~ fa(2)e™ a2
0 0
— dla kazdego nieujemnego z rozwazamy zdarzenie, ze X jest od niego wiekszy.

Rozpisujac prawdopodobienstwo warunkowe:

PX>Y+Z ANX>Y) PX>Y+2)
PX>Y+Z|X>Y)= PIX ST = —FX>7)

PX>Y+2)= [7 [T h@)fao)- 0= Fx+2) dydz = [ [7 @) fa()e 0 dy dz

= /OOO fy (y)e™ dy/ooo fz(z)e™dz=P(X>Y)-P(X>2) O
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Zadanie 2 (Olek)

Policz funkcje tworzace momenty dla rozktadu jednostajnego (na [a, b]), wyktadniczego (z
parametrem \) i Gamma (z parametrami a i ).

Rozwigzanie

W tym zadaniu nie dzieje si¢ absolutnie nic ciekawego, po prostu przepisujemy wzor na gestosé
funkcji o danym rozkladzie, a potem wstawiamy e do wzoru na F(zx).

Rozktlad jednostajny

Dla X ~ Uni(a,b) f. gestoici to fx(z) = 7= dla z € (a,b)

1 1 1 etr]l pth _ pta
t

b b
E tX :/ tx — / |25 — —
(™) . b—adz b—ald € da b—a ., tlb—a)

Rozklad wykladniczy
Dla X ~ Ezp()) f. gestosci to fx(z) = de ™ dla z > 0

E(e) :/

0

00 o) e(t*/\)z e
e \eMdr = )x/ =N gy — )
0

t— |,

Catka musi by¢ skoriczona, poniewaz w p.p. warto$¢ oczekiwana bedzie nieokreslona. Musimy
wiec mie¢ t < \!| teraz widaé, ze z takim ograniczeniem e(~* zbiega do 0.

e(t=z > 1 A
)\ = )\ — et
[t—/\]o (0 t—)\) A—t
Rozklad gamma

Dla X ~ Gamma(a, \) f. gestosci to fx(z) = F(la) Nz%te= dla 2 > 0

0o @ 2\ 00
E(e") Z/ emr( )xafle*“"da: = )/ elt=Vega=ldy
0 a a) Jo

Funkcja jest troche podobna do funkeji gamma. Zeby byla jescze bardziej podobna wylaczamy
(A —1)* przed calke.

A% =N gt g, A % =ty _ e AMT(@) (ALY
F(a)/o 4 F(a)()\—t)“/o (A =D2) = = T B = oy (A—t)

Odpowiedz

etb_eta
t(b—a)
Wyktadniczy: ﬁ
Gamma: ( A )a

A—t

Jednostajny:

'na wyktadzie chyba nie bylto to wprost powiedziane, ale A > 0, gdyby tak nie bylo to gesto$é - a co za tym
idzie prawdopodobienstwo - moglyby wyj$¢ ujemne, a tego byémy bardzo nie chcieli

2/0
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Zadanie 3 (OSKIBOSKI123)

Niech Z bedzie zmienng losowa o gestosci f(z) = %e"” dla kazdego z € R. Niech X i Y bedg
niezaleznymi zmiennymi losowymi o rozktadzie wyktadniczym z parametrem 1. Policz funkcje
tworzace momenty dla rozktadéw Z i X —Y. Wywnioskuj, ze te zmienne maja taki sam rozktad.

Rozwigzanie
Zmienna Z ma gestos¢ f(z) = te 7.
> 1 1 0 1 0o
My(t) = E[etZ] — / et? . ZemlFl gy = 7/ (D) o 4 7/ A=) g,
—00 2 2 J—c0o 2 Jo
Dlat € (—1,1) mamy:
1 /0 00
,/ 6Z(t+1) dz = 1 L7 1/ ez(tfl) ds — } ) L
2 /o0 2 t+1 2 Jo 21—t

Zatem

1/ 1 | |
My(t) = ~ _ te (—1.1).
2(1) 2<1+t+1—t) 1— 2 €(=1L1)

Niech X,Y ~ Exp(1) beda niezalezne. Wtedy ich MGF obliczamy:

Mx(t) = E[e"¥] = /0 e e " dr = /OOO e =0T dy.

Catka zbiezna dla 1 —¢ > 0, czyli t < 1:

e (17021 1 1
My (t) = |- —0— (- - t<1.
x(1) l 1—1510 ( 1—t> 11—t
Analogicznie My (t) = = dla ¢ < 1.
Dla X —Y:
1 1 1

Mx_y(t) = E[e!X ] = E[eX|E[e™] = Mx(t) My (—t) te(—1,1).

T 1t 11— (—t) 1-—¢

Jako, ze funkcje tworzace sg takie same i dobrze zdefiniowane w otoczeniu 0, to rozktad tez jest
taki sam.[Nie wiem jakiego formlizmu tu wymaga Gajdzica piszac wywnioskuyj :) |
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Zadanie 4 (Pavlo Tsikalyshyn)
Niech A, p,v > 0 i niech X, Y, Z beda niezaleznymi zmiennymi losowymi z rozktadu wyktadni-
czego o parametrach A, u, v. Niech ¢ > 0.

(i) Znajdz P(X <Y < Z).

(i) Znajdz P(X <Y|X > t).

Rozwigzanie
(i)
P <y <z)=[" " ["porstezdazdy = [~ o) [* fx@) [ paedzdrdy =
= [ [ fxade [ po()dzdy
/_y fx(x)dx = /Oy e Mdy = ‘—e’m z =M (=) =1—eM

/ fz2(2)dz = / ve dz = |—e”[F = =" — (—e7Y) = e
Yy Yy

PX<Y<Z)= / pe M (1 — e M) edy = ,u/ (e7HV™vY — o= NTHYTIY ) gy —
0 0

—eylpty) | |_e—y(z\+u+V) °°>
0

A p+v

_ M/O efy(uﬂf)dy _ M/O efy(AJrquV)dy =1 <|

ntv

B 1 1 B HA
A VTR TS R (TR 1 Wy,
Rozwigzanie z ¢wiczen
LA
(n+v)A+p+v)

PX <Y <Z)=PX=min(X,Y,Z2),Y =min(Y,Z)) =

(ii)
PX<Y|X>t)=PX<YNt<Y|X>t)=PY >t)P(X<Y|X >tY >t) =

_ ot )\

=PY>t)P(X <Y)=¢e" Yy
Odpowiedz

: PA ot A

s e LU
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Zadanie 5 (Kamil)

Niech X oraz Y beda niezaleznymi zmiennymi losowymi z rozktadem wyktadniczym z parame-
trem 1. Znajdz gestos¢ i dystrybuante zmiennej Z = X + Y.

Dalej, niech X1, ..., X} beda niezaleznymi zmiennymi losowymi z rozktadem wyktadniczym z
parametrem \. Udowodnij, ze zmienna losowa X; + - - - + X ma rozklad I'(k, A).

Wykaz to na dwa sposoby:
1. Dowodzac przez indukcje po k i liczac wprost gestosé¢ sumy przez konwolucje,

2. Poréwnujac funkcje tworzgce momenty.
Rozwigzanie - czes¢ 1

Niech X i Y beda niezaleznymi zmiennymi losowymi o rozktadzie wyktadniczym z parametrem
1. Ich funkcja gestosci prawdopodobienistwa jest dana wzorem:

fx(x)=e® dla >0

Poniewaz X iY sa niezalezne, gestos¢ sumy Z = X + Y jest konwolucja gestosci X i Y, czyli:

f2) = (2 3)(2) = [ x(@)fy(z = o) do

Poniewaz fx(z) = fy(z) = e”*, mamy:

Po uproszczeniu:
z
fz(2) = 6_Z/ lde =e 72
0
Zatem gestosé prawdopodobienstwa zmiennej Z wynosi:

fz(z) =ze7 dla z>0

Aby znalez¢é dystrybuante F(z), musimy obliczy¢ catke z gestosci:

Fy(z) = /O fz(t)dt = /Ozte—fdt

Catke te obliczamy metodg przez czesci. Niech:

u=t oraz dv=e ‘dt
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Wtedy:

du=dt oraz v=—e "

Zatem:

/ Tttt = [—te*tr + / Tetdt
0 0 0

Po obliczeniu:

=—ze * + {—e‘t}z =—ze "+ (1l—e77)

Stad dystrybuanta F(z) wynosi:
Fz(z)=1—(2+1)e* dla z2>0

Rozwigzanie - czesS¢ 2

Rozwazmy teraz k niezaleznych zmiennych losowych X, X5, ..., X, ktére maja rozkltad wy-
ktadniczy z parametrem A, tzn. dla kazdej zmiennej X;:

fx,(x)=Xe™ dla >0

(3

Chcemy udowodnié¢, ze suma tych zmiennych, czyli Sy, = X7+ Xo+- - -4+ Xj, ma rozktad gamma
['(k, \). Rozklad gamma ma funkcje gestosci:

Aksk—le—As

fs(s) = =] dla s>0

Dowéd przez indukcje
Krok 1: Podstawowy przypadek k£ = 1:

Jesli mamy jedng zmienng X; o rozktadzie wykladniczym z parametrem A, to jej gestos¢ wynosi:

fx, () =Xe™ dla 2>0

Jest to doktadnie gestosé rozktadu gamma I'(1, A).
Krok 2: Indukcja:
Zalézmy, ze suma Sp_; = X7+ X+ -+ -+ X1 ma rozklad gamma I'(k — 1, ). To oznacza, ze:

Ak_lsk_26_AS

fs._,(s) = W dla s>0



https://github.com/poneciak57/Probabil/actions/runs/21187354787
https://github.com/poneciak57/Probabil/commit/6302bcee3258f8afc4e897fbe0d352d898a560a7

. Build #215
PI‘Obabll Zestaw 9 20 stycznia 2026, 22:10

Chcemy pokazaé, ze Sy = Sk_1 + Xj ma rozktad gamma I'(k,\). Poniewaz Sip_1 1 X sa
niezalezne, gesto$¢ sumy Sy, jest konwolucja gestosci fs, ,(s) 1 fx, (x):

fsu(s) = [ fou\(s =) (@) do

Podstawiajgc gestosci:

s )\k_1<8 _ l,)k—Ze—)\(s—x) e
fs,.(s) :/0 = Ae " dx
)\kef)\s s o /\kef/\s s )\kef)\s Skfl
- - — )2y = / k=2 dp =
fsi(5) (k—2)!/o (o) dr =g L ¥ S e
Zatem:
N\ gh—Tp=As
fsk(s) (k _ 1)|
Co jest gestoscia rozktadu gamma I'(k, A).
Dowéd przez funkcje tworzaca
Byto na wyktadzie i jest juz spisane.
Odpowiedz
fz(2) =z

Fz(z)=1—(z+ 1)~
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Zadanie 6 (Wiktoria K)

Niech X,Y beda niezaleznymi zmiennymi losowymi o rozktadzie wyktadniczym z parametrem

1. Obliczy¢
lim P(min(X,Y) > R| X +Y >3R).

R—o0

Rozwigzanie

Pmin(X,Y)>RNX+Y > 3R)

Pmin(X,Y)>R| X +Y >3R) = PX 1Y = 3R)

Policzmy prawdopodobienstwo z licznika:

Pmin(X,Y)>RNX +Y > 3R) = /R Fx(2) /m oy @)y

2R 00 o0 e}
= / e "’ / e Ydydr+ / e / e Ydydx
R 3R—z 2R R

— Re 3R 4 3R

Policzmy prawdopodobienstwo z mianownika:

Zmienna X + Y ma rozklad I'(2,1) (twierdzenie z wyktadu) zatem:

re ™ dlax >0,
0 wpp.

Ixyv(x) = {

3R
P(X+Y>3R):1—P(X+Y§3R):1—/ ve~® dx
0
=1—(=3Re ™ —eF 4 1) =3 4 3ReF

. . eI+ R) 1
A, Pmin(X,Y) > BRI X +Y > 3R) = lim =i —py = 3

Odpowiedz

W



https://github.com/poneciak57/Probabil/actions/runs/21187354787
https://github.com/poneciak57/Probabil/commit/6302bcee3258f8afc4e897fbe0d352d898a560a7

. Build #215
PI‘Obabll Zestaw 9 20 stycznia 2026, 22:10

Zadanie 7 (Hubert Jastrzebski)

Niech Xy, ..., X, beda niezaleznymi zmiennymi losowymi z rozktadu wyktadniczego z parame-
trem A\ = 1. Wyznacz wartos$¢ oczekiwana k-tej wartosci w posortowanym ciagu tych zmiennych.

Rozwigzanie

Lemat: (X(l) =min(Xy,... ,Xn)> ~ Exp(n)\)

Dowéd:

Wiemy, ze Xy, ..., X, ~ Exp()) i sa niezalezne. Dystrybuanta kazdej z nich to:
Fy(r)=P(X;<z)=1—¢e

W takim razie P(X; > 1) = e ®

P(Xqy > x) = P(min(Xy,...,X,) >2)=P(X; > z,..., X, > x)

Zmienne sa niezalezne, wiec:
P(Xqy > 7) = [[P(X; > 2) = (e)" = e

Zatem X1y ~ Exp(nA), ckd.

Nasze zadanie

Z lematu wiemy, ze X1y = min(Xy, ..., X,) ~ Ezp(n). Zatem E[X ;)] = <.
Zdefiniujmy sobie teraz odstepy miedzy kolejnymi wartosciami w posortowanym ciggu:

i=Xup, Yo=Xo—-Xa, .., Ya=Xm —Xaoy

Ze wzgledu na brak pamieci rozktadu wyktadniczego, po wystapieniu X (1), pozostale n — 1
zmiennych losowych “startuja od nowa” i nadal sa niezalezne i majg rozktad wyktadniczy z
parametrem \ = 1.

Zatem Y5 to czas oczekiwania na druga najmniejsza warto$¢ po wystapieniu pierwszej i “rese-
towaniu” pozostatych zmiennych, czyli czas oczekiwania na minimum sposréod n — 1 zmiennych
losowych z rozktadu wyktadniczego z parametrem A\ = 1. Z lematu wiec Yy ~ Exp(n — 1) i

ElYs] = 1.
Analogicznie jest dla pozostatych odstepdow:
1
Y,~FE —i+1 — EY|=——"7-—
ep(n i +1) Vi = ——
Mozemy wyrazi¢ X () przez sume odstepow:
k k 1
Xog =2 Y: = ElXw] =2 Eli]=) ——rm
i=1 i=1 i=1
k—1 n n n—k
1 1 1 1
EXw] =) = Y -=>--> -=H.—Huy
R ey N I s S B
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Odpowiedz

Zadanie 8 (Dominik)

Rzucamy monetg, gdzie orzel wypada z prawdopodobienstwem p. Kazdy rzut trwa czas bedacy
zmienng losowq z rozktadu wyktadniczego z parametrem 1. Pokaz, ze taczny czas oczekiwania
na orta jest zmienna losowa z rozktadu wyktadniczego o parametrze p.

Rozwigzanie

Niech X to zmienna losowa okreslajaca liczbe rzutéw do wypadniecia orta. X ma rozktad
geometryczny z parametrem p.

Niech Y; to czas trwania i-tego rzutu. Wtedy Y = Y] + --- 4+ Yx to czas oczekiwania na orta.

Rozwazmy gestos¢ w zaleznosci od wartosci X:

y) = f: Frix—s(y) - P(X = 2)

Pod warunkiem X = x jest tak, ze Y =Y, 4+ ---4Y,. Y jest suma x niezaleznych zmiennych o
rozkladzie wyktadniczym z parametrem 1, wiec z Y ma rozktad I'(z,1). Ze wstepu
do zestawu znamy gesto$¢ zmiennej o takim rozktadzie:

1 1
sy
)

fY\X=x(y) = F(.Z'

A dodatkowo wiemy, ze X ma rozktad geometryczny, wiec P(X = z) = (1 — p)* 'p. Mamy:

- 1 1 — -1
x 1 _
)= gy e G

Wyciggnijmy stale czynniki przed sume i upro$émy. Wykorzystajmy dodatkowo fakt, ze skoro
r € Ny, toI'(z) = (z — 1)!. W drugiej linijce przesuwamy iterator w sumie:

> 1
— -y I o B ozl
= pe E —iY (1-p)
_pe_yz (y — yp

W tym momencie udajemy, ze mieliSmy porzadna analize, rozpoznajemy tutaj wzor

oozk

Tk

10/20


https://github.com/poneciak57/Probabil/actions/runs/21187354787
https://github.com/poneciak57/Probabil/commit/6302bcee3258f8afc4e897fbe0d352d898a560a7

. Build #215
PI‘Obabll Zestaw 9 20 stycznia 2026, 22:10

i otrzymujemy:

fy(y) = peverw — per.
To jest doktadnie gestos¢ zmiennej losowej z rozktadu wyktadniczego z parametrem p, wiec Y
jest taka zmienna losowa, co konczy dowdd.

Zadanie 9 (Michat)

Niech (X,,)%°, beda niezaleznymi zmiennymi losowymi z rozktadu wyktadniczego z parametrem
1. Dla danego k niech N (k) = min{n : ¥, X; > k}. Wyznacz E(N(k)) na dwa sposoby:

(i) bezposrednio korzystajac z gestosci wyliczonych w jednym z poprzednich zadan i wzoru
E(N(k)) = 252, P(N (k) = j);

J=1

(i) nie liczac ani jednej calki i korzystajac ze wzoru E(Zi]i(f) X;) = E(N(k)) (wczesniej go

dowodzac).

Rozwigzanie podpunktu (i)

Zauwazmy, ze N (k) to indeks pierwszego sumowania, ktére przekracza k. Niech S, = Y0 | X,
wtedy
N(/{?) Z]@Sg—l Sk’

Z tresci zadania 5, dla A = 1 mamy, ze suma k niezaleznych zmiennych o rozktadzie wyktadni-
czym z parametrem A ma rozklad I'(k, 1).
Wigce gestosé zmiennej Sy, (dla m > 1) wynosi(fakt 3, zestaw 9):

foo (1) = —

m—1_—x
m (& dla x>0

8

Policzmy wartos$¢ oczekiwana:

E(N(K) = P(So < k) + 3 P(S)1 < k)

Pierwszy skladnik jest réwny 1 (bo Sy =0 < k). Dla j > 2 podstawiamy m = j — 1
o] k l’m_l
EN®) =1+ Y [ e da
(VBN =1+ 2 ) =
Teraz robimy sztuczke i zamieniamy catke z suma:

koo [ gmel
E(N(K) =1+ /O > ((m—l)'> e~ d

O to w nawiasie to szereg Taylora:

k k
E(N(k)):1+/ eze*””d:czl—i—/ de =k + 1
0 0

11 /20
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Rozwigzanie podpunktu |(ii)

Dowéd tozsamosci E(Zi]i(lk) X;) = E(N(k))

Czyli korzystajac ze zdefiniowanego S,, z podpunktu |(i)| chcemy pokazaé, ze:
E(Snw) = E(N(k))

Mozemy zapisa¢ sume przy uzyciu indykatorow:

{1 N(k) > j
Ij -
0 wpp

(k) 00
> Xi=> X
i=1 j=1
Korzystajac z liniowosci:

N(k) o0
()
i=1 j=1

Zauwazmy, ze zdarzenie N (k) > j oznacza, ze proces nie zatrzymal sie przed krokiem j, czyli
Sj—1 < k. Zdarzenie to zalezy wylacznie od zmiennych Xy, ..., X, 1, a zatem jest niezalezne
od X;. Mozemy wigc rozdzielic wartos¢ oczekiwang z prawej strony:

E(X;-Ij) = E(X;) - P(N(k) = j)
Poniewaz X; ~ Exp(1), to E(X;) = 1. Wiec:

B (%) Xi) 1Y PN(R) 2 )

Prawa strona to doktadnie E(N(k)). Udowodnilismy wiec, ze:
E(Snw) = E(N(K))

Wyznaczenie wartosci oczekiwanej

Rozwazmy lewa strone réwnosci, czyli E(Sy)). Zmienna Sy oznacza warto$¢ sumy w mo-
mencie pierwszego przekroczenia progu k. Mozemy ja zapisa¢ jako sume progu k i nadwyzke:

Snwy =k + (Svpwy — k)

7 wtasnosci braku pamieci rozktadu wyktadniczego wynika, ze wielko$¢, o ktéra suma prze-
kroczy poziom k, ma ten sam rozkltad co pojedynczy sktadnik sumy. Zatem zmienna losowa
(Sn@ky — k) ma rozklad Exp(1), a warto$¢ oczekiwana nadwyzki wynosi 1:

E(Sxwm —k) =1

Stad otrzymujemy:
E(SN(k)) =k—+1

Podstawiajac ten wynik do udowodnionej tozsamosci:

E(N(k)) = E(Syw) =k+1

12/20]
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Odpowiedz

E(N(k)) =k +1

Zadanie 10 (Kacper Orszulak)

Niech X bedzie zmienna losowa z rozkladu jednostajnego na przedziale [0, 1]. Wykaz, ze zmienna
losowa —In X ma rozktad wyktadniczy z parametrem 1.

Rozwigzanie
Niech Y := —In X <= X =e Y. Wtedy
Fry) =PY <y)=P(-iIn X <y)=P(X >e?)=1-P(X <e¥)=1-Fx(e¥)=1-€7".

1—6_’\3,9520

Dla przypomnienia: Z ~ Exp(\) wtw. Fy(z) = {O
» WDP.

Skoro img X = [0,1], to img Y = [0, +00), a zatem rzeczywiscie Y ~ FExp(1). O

Zadanie 11 (Mateusz Wojaczek)

Niech (X,)22, beda niezaleznymi zmiennymi losowymi rozktadu jednostajnego na przedziale
[0,1]. Dla danego k € (0, 1) niech

N(k) :min{n: ﬁXi<k}.

Wyznacz E[N (k).

Rozwigzanie

Niech
¥; = — In(X;) ~ Exp(1)

S, =>_Y; ~ Gamma(n,1) //twierdzenie 12.3.1 suffering
i=1
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Niech ¢ = —1In(k), zatem

P(N(K) > n) = P(S, < ¢) = /0 fs. (z) da

gdzie
fs, () = =——a" e //definicja 12.3.2 suffering

P(N(k) >n) = /OC (n— 1)!x”_le_x dx

EIN(K)] = 3" P(N(K) > n) = P(N(K) > 0)+ 3" P(N(k) > n) = 1+ 3" P(N(k) > n)

zatem
E[N (k)] = 1+§j1/06 (n_ll)!xnleff do =1+ ch e
=1+ /0 ’ e’ i f; dx //rozwiniecie Taylora
n=0 "V
:1+/Oce_x-emdac:1+/Ocldx:1+[x]8:1+c
1+ c=1—In(k)
Odpowiedz

1 - In(k)
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Zadanie 12 (Wiktoria Mar¢)

Niech T}, T; beda zmiennymi o rozktadzie wyktadniczym z parametrem 1 i niech 7' =T} + T5.
Oblicz E(T\|T) oraz E(T|T}).

Rozwigzanie

W ogdélnym przypadku, gdy nie wiemy nic o zaleznosci T3 oraz Th, mozemy jedynie stwierdzi¢:

BT = [ o frjate e = [~ o 0D
o o fT17T2(I7t_l‘)
—/_Oox~ =0 dx

Z kolei druga warunkowa wartos¢ oczekiwana:

E(TT)(¢) :t+/700 T - frym (v,t)dy :tjt/iOO T - frm(t )

)

W przypadku, gdy 77 i T niekoniecznie sg niezalezne, nie znajac fr, 1,, nie jesteSmy w stanie
obliczy¢ konkretnych wartosci oczekiwanych. Z kolei gdy T}, T, niezalezne, to:
1. z symetrii ktéra wynika z niezaleznosci i takiego samego parametru rozktadu wyktadniczego:

E(M|T)=E(TL|T)="1T/2
2. z niezaleznosci: E(T|T)) =T + E(TL|Th) =T + E(T3) =T\ + % =T +1

Odpowiedz

Dla przypadku T7, T, niezalezne:
E(T | T)=
ET|T)=T+1

T
2 )
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Zadanie 13 (Autor/ka)

Niech {N(t)}+>0 bedzie procesem Poissona z parametrem A > 0, a 73,7, ... — czasy kolejnych
zdarzen.

Rozwigzanie

(i) Zmienna losowa N (3) ma rozktad Poissona z parametrem 3, zatem
3N)?
B o0

P(N() =5) = -5

(ii) Przyrost procesu na przedziale (1,3] ma rozktad Poissona z parametrem 2\. Stad
N
4! '

P(N(3) — N(1) = 4) =

(iii) Rozbijamy proces na dwa niezalezne odcinki czasowe:

o X = N(1), liczba zdarzen w przedziale [0, 1].
X ~ Poisson(A).

e« Y = N(3)— N(1), liczba zdarzen w przedziale (1, 3].
Y ~ Poisson(2)).

Zdarzenie to jest rownowazne warunkom na niezalezne zmienne X i Y:
X>1 oraz X+4+Y <2.
Poniewaz X i Y sa liczbami catkowitymi nieujemnymi, wszystkie mozliwe pary (X,Y),
ktére spetniaja oba warunki, to:
(a) X=1 1 Y=0 (suma=1)
(by X=1 1 Y=1 (suma=2)
(¢) X=2 1 Y=0 (suma=2)
Korzystamy z niezaleznoéci X i Y: P(X =k, Y =1) = P(X =k)P(Y =1).
P(ND)>1NNB)<2)=P(X=1Y =0)+P(X =1,Y = 1)+ P(X =2,Y = 0)
=PX=1D)PY =0+PX=1)PY =1)+P(X=2)PY =
() ()

+ ()\e”\> . (2)@’”‘)
- </\2€/\> - (e’”)
2
— e 3N 1 2)2e B o ;/\26—3/\

|
_ </\ Lo 2)\2)

5
— e (14 0)
e + 5
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(iv) Czas T) ma rozktad wyktadniczy z parametrem A, wiec

P(T1 > %) =e M2,
(v) e« Zdarzenie Ty > 5 (pierwsze zdarzenie nastapilo po czasie 3) jest rownowazne:
N(3) =0
« Zdarzenie Ty < 3 (trzecie zdarzenie nastapito przed czasem 2) jest rownowazne:
¥(2) 2

Niech N4 bedzie liczba zdarzen w przedziale [0, %], a Np liczba zdarzen w przedziale (%, 3.

Zmienne N4 i Np sa niezalezne: ’
e N4 ~ Poisson(\/2)
o Np ~ Poisson(A) (dlugoséé przedziatu to 1)

Warunki na N4 i Np to:

Ny=0 oraz Nyq+ Ny >3.
Poniewaz N, = 0, warunki upraszczaja si¢ do:
Ny=0 oraz N> 3.
Korzystamy z niezaleznosci Ny i Ng: P = P(N4 =0) - P(Ng > 3).

e P(Ny=0):
(Na=0) PN, = 0) = ¢ M2

P(Ng>3)=1—P(Ny<2)=1—[P(Ny =0)+ P(Ng = 1) + P(N = 2)]

A0 AN
ol 11 2l

P(Np>3)=1- [e’\ +e s te

Ostateczny wynik:

)\2
—-\/2 -
P<T1>%HT3§%):6 /ll—e <1+)\+2>‘|
)\2
— M2 _ =2 <1+)\+2>

)\2
— e*/\/2 o 673)\/2 (1 + )\_'_ 2)
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(vi) Zmienna T} ma rozklad wykladniczy z parametrem A, a czas pomiedzy pierwszym a
drugim zdarzeniem 75 — T} réwniez ma rozklad wyktadniczy z parametrem A. Zmiennie
te sa niezalezne. Wobec tego

Py >1NT,-Ti < 3) =PIy > 1) P(T, — Ty < §).

Poniewaz
P(T1>1):€7)\, P(Tg—Tlgé)zl—ef)‘/Q,

ostatecznie otrzymujemy

P(i>1NT =T <) =e?(1-e??).

Odpowiedz

‘ tutaj daj odpowiedz ‘

Zadanie 14 (Stanistaw Macura)

Niech {N(t) | t > 0} bedzie procesem Poissona z parametrem \ = 2023.
1. Jezeli N(2023) = 2023, to z jakim prawdopodobienstwem N (2022) = 20227

2. Z jakim prawdopodobiefistwem nie zajdzie zadne zdarzenie w przedziale czasowym [2023, 2024]7
Z jakim prawdopodobieristwem nie zajdzie zadne zdarzenie w przedziale czasowym [2023, 2024],
jezeli wiemy, ze N(2023) = 20237

3. Dlan > 1 niech X,, bedzie czasem pomiedzy (n —1)-szym i n-tym zdarzeniem w procesie,
a niech X bedzie czasem pierwszego zdarzenia. Oblicz

]P)(Xl > Xg) oraz P(Xl + X5 > Xg)

Rozwigzanie
1. Ze wzoru na prawdopodobienstwo warunkowe mamy
IF’(N(2022) = 2022 N N(2023) = 2023)
P(N(2023) = 2023) '

P(N(2022) = 2022 | N(2023) = 2023) =

Ze stacjonarnosci i niezalezo$¢ przyrostéow

P(N(2022) = 2022NN(2023) = 2023) = P(N(2022) = 2022NN(1) = 1) = P (N(2022) = 2022)

P(N(1) =1)

Po podstawieniu w 3 miesjcach wzoru P(N(t) = k) = e*)‘t% i skroceniu dostajemy
/90992022

wynik (M)

2. Prawdopodobiefistwo, ze nie zajdzie zadne zdarzenie w przedziale czasowym [2023, 2024]
jest rowne z stacjonarnosci prawwdopodobienstu temu, ze nie zajdzie zdarzenie w prze-
dziale [0,1] czyli ]P’(N (1) = 0) = 7293, Dodatkowo z niezaleznosci wiemy, ze to drugie
prawdopodobienstwo jest takie samo.
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3. Wiemy, ze zmienne X; sa niezaleznymi zmiennymi losowymi o rozktadzie wyktadniczym.
P(X; > X5) = % bo mamy dwie zmienne niezalezne o tej samej gestosci.

Dla drugiego prawdopodobiefistwa wiemy, ze Y = X + Xy ~ Gamma(2, \) wiec

fry) = Nye ™,y >0
PXz<y)=1—eM

Zadanie 15 (Filip)

tutaj wpisz tres¢ zadania

Rozwigzanie
i

Rozwazmy taki eksperyment: Jednemu z procesoréw P1, P2 zostalo przydzielone nowe zadanie.
Jakie jest prawdopodobienstwo, ze P1 skoniczy pierwszy? Korzystamy z faktu z wyktadu:

A 2025
M+ 2026

P(P1< P2) =

Teraz zauwazmy, ze prawdopodobienstwo tego, ze P2 zrobi tylko jedno, to prawdopobienstwo
tego ze P1 wygra kazdy z 2023 eksperymentow, czyli nasza odpowiedz to:

2025 2023
1— (===
(020)

ii
Mozemy rozbi¢ warto$é¢ oczekiwang, na indykatory czy dane zadanie zostato wykonane na P2.
Z eksperymentu powyzej, kazdy indykator ma wartosé¢ oczekwiang s, czyli E[X] =1+ 222
iii

. ; : : . 2025
Zauwazmy, ze po prostu wykonujemy ten sam eksperyment co w (i). Szansa to: 5026

19/20


https://github.com/poneciak57/Probabil/actions/runs/21187354787
https://github.com/poneciak57/Probabil/commit/6302bcee3258f8afc4e897fbe0d352d898a560a7

. Build #215
PI‘Obabll Zestaw 9 20 stycznia 2026, 22:10

iv
Zauwazmy, ze pytamy tutaj o prawdopodobienstwo, zajscia 2 zadan niezaleznie: P2 wygral
eksperyment o zadanie 1000 i przegral kazdy kolejny (niezalezne, bo rozklad bez pamieci):

P(Tmoo na P2 A\ T1001 — T2025 na Pl) =

1 < 2025 ) 1025
*
2026 2026

A%

Wiemy, ze P2 wykonal dokladnie 3 zadania, czyli P1 wykonal wszystkie inne. Mozemy to
policzy¢ z prostego kombi:

(3") = (%) _q - 19991998 ) os50910

(20223) 2023 % 2022

P(zdarzenia) =
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