. Build #215
Probabil Zestaw 10 20 stycznia 2026, 22:10

Zadanie 1 (Mateusz Wojaczek)

Niech X bedzie zmienng losows o rozkladzie normalnym N(u,o?). Wyznaczy¢ wszystkie mo-
menty centralne zmiennej X, tj.

E[(X —p)*] dlakeN.

Rozwigzanie
Niech

Y ~ N(0,1).
Wtedy

X =p+oY.
Zatem

E[(X - )] = E[(0Y)] = o*E[Y*].
Obliczamy wiec momenty zmiennej Y.

Obliczenie E(Y*)
Z definicji:
1 o) 2
B = —— [ e ay,
Y] Tk VW

Oznaczmy:

o0 2
I, = / yke_y7 dy.
0

Obliczamy catke I przez catkowanie przez czesci:

2

I :/ y* T ye T dy
0

2 oo [ee) y2
= [ykl (—e%ﬂ +/ (k —1)y*%e = dy.
0 0

Wyraz brzegowy znika, zatem otrzymujemy rekurencje:

Wartosci poczatkowe

poniewaz jest to warto$¢ oczekiwana zmiennej Y ~ N(0,1).
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Postaé ogdblna

Dla k parzystego:

Dla k nieparzystego:

Stad:

Whiosek koncowy

czyli:

E[(X — )]

Odpowiedz

k

I = [ (20 — 1) V2r.

=1

I = 0.

[asy

1=

E[(X — p)*] = *E[Y"],

0, gdy k jest nieparzyste,
k

(k—2i), gdy k jest parzyste.
1

0, gdy k jest nieparzyste,

IMES
I
—

o T (k — 2i), gdy k jest parzyste.

s
Il
—

0, gdy k jest nieparzyste,

o T] (k — 2i), gdy k jest parzyste.
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Zadanie 2 (Hubert Jastrzebski)

Niech X, Y, Z beda niezaleznymi zmiennymi losowymi ze standardowym rozktadem normalnym.
Ktoéra z wartosci P((X + Y + Z)/3 < 10) i P(X < 10) jest wigksza? Odpowiedz uzasadnij.

Rozwigzanie
1. P(X < 10) = ®(10)
X+Y +Z~ N(0,3) (lemat 1).

2. P((X +Y +2)/3 <10) = P(X +Y + Z) < 30) = ®(32) = &(10v/3) (lemat 2).

®(10v/3) > ®(10), wiec P((X +Y + Z)/3 < 10) > P(X < 10).

Nie pamietam czy to bylo na wyktadzie (pewnie tak, ale kto§ go nie spisal, a mi si¢ nie chce
robi¢ notatek), ale moge przy okazji udowodnié¢ dwie rzeczy z ktérych korzystam, bo samo
zadanie jest dos$¢ proste:

Lemat 1: Jezeli X ~ N(uy,07)iY ~ N(u,03) sa niezalezne, to X +Y ~ N (1 + 2, 05 + 03)
Dowéd:
Wiemy, ze gestosci X i Y to:

1 o (avffu21)2
) = e 201
Ix@ =
1 _ (y—po)?
fr(y) 273

=—c¢
\V2mos

Gestos¢ sumy dwodch niezaleznych zmiennych losowych to splot ich gestosci:

feov(2) = [ Ix@)f(z - a)da

2 2
o 1 7(@—“1) 4 Gamp) )
e 20% 20% dx

fxiv(z) = /

—0o0 27'('0'10'2

(z—A)?

4 @=B)® _ atb (x _ Ab+Ba)2 4 (A-B)y

- a+b a+b

Mozemy wykazaé, ze: . .

Podstawiajac odpowiednio dostajemy: @-t)® | (=e—pe)® _ oi+o; (x — ) + =G tig))®

207 203 ~ oios o2+o3
— 2 02+o'2
1 _ (z=(u1+p92)) co 191195 (z—fi)?
fxev(2) = T I / e 2 T iy
27'('0'10'2 —00

stata wzgledem =

Mamy jaki$ taki wzoér (oczywiscie kazdy go zna z analizy): [75 e~ @b gy =

813
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Korzystajac z niego dostajemy:

Ostatecznie wiec:
1 (z=(u1+12)*

Frar(e) = \/ﬂ\/d% + 03

Lemat 2: Jezeli X ~ N(u,0?),to P(X <z)=® (M)

Dowé6d:

[

Wiemy, ze:

z 1 t2 T — W =E 1 t2
o) = [ e dt:>c1>< ):/ e T dt
( ) —oo Y/ 27 g —
N———
gestosé N(0,1)

x 1 )2
P(X <z) = e~ dt
—co 0N/ 2T
—_——

gestosé N (p,02)

Podstawmy w drugim catkowaniu u = t_7“ = t=ou+pu = dt = odu.

Granice catkowania: kiedy ¢ — —o0, to u — —oo; kiedy ¢ = x, to u = *=>£.
=1 AL =1 u? -
P(X <z)= / e () odu = / ez du=%o (a: ,u)
—co OV 2T —co /2T o

Dodatek na koniec:
Jesli wiemy, ze (X +Y + Z)/3 ~ N(0,1/3), to mozna tatwo zrozumieé¢ czemu
P(X+Y +2)/3<10)> P(X < 10)
Rozktad N(0,1/3) jest bardziej skupiony wokdl éredniej (mniejsza wariancja) niz rozklad
N(0,1). Zatem prawdopodobienstwo, ze zmienna losowa z rozktadu N (0, 1/3) przyjmie wartosé

mniejsza niz 10 jest wieksza niz prawdopodobienstwo, ze zmienna losowa z rozktadu N(0,1)
przyjmie warto$¢ mniejsza niz 10.

Odpowiedz

P(X+Y+Z2)/3<10) > P(X < 10)



https://github.com/poneciak57/Probabil/actions/runs/21187354787
https://github.com/poneciak57/Probabil/commit/6302bcee3258f8afc4e897fbe0d352d898a560a7

. Build #215
Probabil Zestaw 10 20 stycznia 2026, 22:10

Zadanie 3 (Dominik)

Niech X bedzie zmienng losowa z rozktadu normalnego N(0,0?), zag Z zmienng przyjmujaca
wartosci ze zbioru {—1,+1} z rozkladem jednostajnym. Niech Y = X Z.

(i) Pokaz, ze zmienna Y ma rozktad N(0,0?).
(ii) Wyjasnij, dlaczego zmienne X, Y nie sa niezalezne.

(iii) Pokaz, ze zmienne X, Y sa nieskorelowane (czyli Cov(X,Y) = 0).

Rozwigzanie podpunktu |(i)

Dystrybuanta zmiennej X to z wlasnosci rozktadu normalnego
X
FX(x):P(ng):P<§x> :@(x)
o~ o o

% jest zmienng o standardowym rozktadzie normalnym, a ® oznacza dystrybuante standardo-
wego rozktadu normalnego.

Pokazmy, ze X7 ma taka samg dystrybuante, a wiec tez taki sam rozktad, co X.
Fxz(z) = P(XZ < x)
:P((Z:l/\ng) Y (Z:—l/\—ng))
7 roztacznodcei zdarzen oraz niezaleznosci X i Z:

Fxz(a) = P(Z =1)P(X <2) + P(Z = —1)P(—X < x)

1 1
= SP(X <)+ SP(-X <x)

P(X < x) przeksztalciliémy juz powyzej, zrobmy to samo z P(—X < x). Ostatnig réwnos$é
mamy z wyktadu:

rexsn=e(F2 ) r(E ) 1me(Z)-0()

g o o g o

Peote) = 5 (2) 459 (5) =2 (7).

X 1Y = X7 majg takg sama dystrybuante, wiec tez taki sam rozktad.

Zatem:

Rozwigzanie podpunktu |(ii)

Zat6zmy nie wprost, ze X i Y sg niezalezne. W takim razie:

P(X e[-1,1]AY €[-1,1]) = P(X € [-1,1]) - P(Y € [-1,1]).
Ale X € [—1,1] jest tym samym zdarzeniem, co Y € [—1, 1], zatem

P(X e[-1,1]AY €[-1,1]) = P(X € [-1,1]) = P(Y € [-1,1]).

Z poprzedniego réwnania otrzymujemy oczywiscie falszywy wniosek, ze P(X € [—1,1]) = 1,
zatem zatozenie jest sprzeczne.

5 22


https://github.com/poneciak57/Probabil/actions/runs/21187354787
https://github.com/poneciak57/Probabil/commit/6302bcee3258f8afc4e897fbe0d352d898a560a7

. Build #215
Probabil Zestaw 10 20 stycznia 2026, 22:10

Rozwigzanie podpunktu |(iii)

Rozpiszmy Cov(X,Y) z definicji:

Cov(X,Y) = E[XY] — E[X]-E[Y]

— E[XY]
= P(Z=-1EXY |Z=-1]+P(Z=+1)E[XY | Z=+1]

Rozpiszmy wiedzac, ze Y = ZX i korzystajac z niezaleznosci X i Z:
e EIXY | Z=-1]=E[X(-X)|Z=-1]=FE[-X?=-E[X?]
e E[XY |Z=+1]=FE[X-X|Z=+1]=E[X?]

Zatem ] ]

Zadanie 4 (Pavlo Tsikalyshyn)

Zat6zmy, ze mamy do dyspozycji generator liczb z rozkladu jednostajnego z przedziatu [—1, 1].
Naszym celem bedzie wygenerowanie liczb z rozktadu normalnego N(0,1). Niech U,V beda
wygenerowanymi niezaleznie wartogciami na [—1, 1]. Procedura wyglada nastepujaco. Jedli U%+
V2 > 1, to odrzucamy wynik i prébujemy jeszcze raz. W przeciwnym przypadku niech S =

U? + V? i niech
—2InS —2InS
X=U\—(5—Y=V .
S 7 S

Udowodnij, ze X, Y sa niezaleznymi zmiennymi losowymi z rozktadu N (0, 1). Pamietaj o wstep-
nym warunkowaniu! Wskazdéwka: przeczytaj sekcje 9.5 w podreczniku.

Rozwigzanie

Warunek U? + V2 < 1, oznacza ze losujemy punktu z kota z réwnym prawdopodobienistwem.

Wtedy niech % =cosq, % =sina, z tego mamy:

X = cosav —2InS,Y = sinav —2InS

Z tego ze losujemy punkty z kota, mamy ze « jest niezalezna od S oraz ma rozktad jednostajny
w [0, 27].
P(S<s):P(U2+V2<3):E:s
T

Z tego wynika ze S ma rozktad jednostajny w [0, 1].
Niech X', Y’ - beda niezaleznymi zmiennymi z rozktadem N(0,1), wtedy:

y/ a:/ 1
F(a',y) 2/ / ——e I dpdy
—oo J—infty 2
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Zauwazymy ze wybieramy punkt na ptaszczyznie, to przejdziemy na wspéirzedne biegunowe z
R?=X"+Y"? af=tan' 5. Wtedy:

X' = Rcos0,Y' = Rsinf

. Za pomocom Jacobiana otrzymujemy:

o' r’ 1 2 9 12
F(r' ) = / / —e " Prdrdd = —(1 —e " /?)
o Jo 2m 2

™

Zauwazymy ze F(r', ') = G(r')H(0'), gdzie G(r') =1 — e /2, H) = %, to oznacza ze R
oraz 0 sa niezalezne.
12
PR>1)=e "2 P(S>s)=1-5s

Podstawimy 6 = o, R = v/—2InS, wtedy:

X' = cosayv—2InS,Y’ =sinav—2InS —= X' =X, Y =Y

Zadanie 5 (Kacper Orszulak)

Niech X,Y beda niezaleznymi zmiennymi o takich samych rozktadach i skonczonej wartosci
oczekiwanej oraz wariancji. Niech U = X +Y iV =X —-Y.

(i) Wykaz, ze U,V sa nieskorelowane.
(ii) Podaj przyktad X,Y takich, ze U,V nie sa niezalezne.
(iii) Udowodnij, ze jesli X,Y maja rozkltad N(0,1), to U,V sa niezalezne.

Rozwigzanie

()
Z definicji zmienne U,V sa skorelowane wtw. Cov(U, V') = 0. Bardziej uzyteczny bedzie nato-
miast réwnowazny warunek: E[UV] = E[U]E[V]. SprawdZmy go zatem:

E[UV] =E[(X +Y)(X - Y)] = E[X? - Y?] = E[X?] — E[Y?]

E[UIE[V] = E[X + Y]|E[X — Y] = (E[X] + E[Y])(E[X] — E[Y]) = E[X]* - E[Y]?

Ostatnie poréwnanie:

Oczywiscie jest to prawda, poniewaz obie zmienne maja ten sam rozktad. 0

(ii)

Niech X, Y to niezalezne zmienne losowe o tym samym rozktadzie t. ze

P(X = —1) = P(X = +1) :;
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Wtedy oczywiscie
PX+Y=-2)=PX-Y=-2)=

PX+Y =-2AX-Y=-2)=0#

N SN

Znalezlismy wiec szukany kontrprzyktad.

(iii)

Niech X,Y ~ N(0, 1) beda niezalezne. Dowodzimy, ze U,V sa niezalezne.

Oczywidcie 7z whasnosci rozktadu normalnego —Y ~ N(0,1). Dla przypomnienia J=xtY. 7
twierdzenia z wykladu wiemy zatem, ze U,V ~ N(0,2).

Szukamy réwnosci: P(U <ug AV < vy) =P(U < up)P(V < vp)

Prawa strona réwnosci, to po prostu:

PU <ug AV < ) = (/_u; fU(u)du> </_; fv(v)dv> .

Rozpisujemy lewa strone rownosci. Aby to zrobi¢ postuzymy sie zamiana wspotrzednych znang
z analizy. Przypomnijmy ogdlng formute:

f=1® [ (fod)
A d-1(A)

Jak to rozumie¢? Pomyst jest taki, ze chcemy policzy¢ catke funkcji f na jakim$ “brzydkim”
zbiorze A. Okazuje sie jednak, ze znamy przeksztatcenie ® (intuicyjnie wystarczy by to bylo
co$ podobnego do bijekeji - w szezegdlnosci bijekcja jest dobra), ktére zamienia pewien prostokat
(po ktérym oczywiscie tatwo catkowac) na te “brzydka” przestrzen. W tym zapisie &~ 1(A)
oznacza zatem przeciwobraz “brzydkiego” zbioru, a wiec nasz docelowy prostokat.

Niech

®: R*3 (u,v) = (z,9) = (u;—v’u;v) € R2%

Jacobian takiego przeksztatcenia liniowego to

oz Oz L1
ou  Ov 2 2
dy oyl T |L _1
ou  Ov 2 2

1
] = det &'| = .

Jo =9 =

Definiujemy A jako taki zbiér punktéw (z,y), ktore spetniaja nier6wnosé lewej strony:

z4+y<u
A= {(x,y): {:E—y<v[()) }
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Oczywiscie takiemu zbiorowi odpowiada prostokat

O1(A) = {(u,v) ; {Zi;‘j }

Mozemy wreszcie przejsé¢ do wlasciwego rozpisywania lewej strony réwnosci:

PU<uy ANV <) = P((x,y) € A)

|(I>|// (fxy o ®)(u,v) dv du
uo U+v uU—v
== dv d
2/_00/_me””< 2 2 ) o
Skorzystamy teraz z niezaleznosci X, Y oraz z nastepujacych wzoréw:
1 1 /x— ,u>2
r)=—exp|—=—
o) = —g—ean (5 (1))

fx(@) = fr(x) = () = \/Lexp (_ 2)

21

7
Jo(u) = fv(u) =¢ <\/§> - 2\1/Eexp (st)

Rozpisujemy:
o (555 = (550 ()
1 1 /u+v\%2\ 1 1 /u—v\?
- (3 (5 ) e (5 (7))

e (3 (54 (5))
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Mozemy teraz dopigé¢ naszg réwnoscé:
U+v u—v

1 ug )
P(USUO/\VSUO)::i/_ /_ fX,Y( 2 ) 92

_ ;/_“OO /_OO 2 fy (u) fur (v) dv du
= /_u; fu(u) (/_v; fv(v) dv) du

= (" totw da) ([ foto) do)

:,P<U§U0/\V§U0)

) dv du

Zadanie 6 (Wiktoria K)

Niech X,Y beda niezaleznymi zmiennymi z rozktadu N (0, 1). Oblicz
EX+Y|X>0,Y >0).

Rozwigzanie

Z liniowosci wartosci oczekiwanej i niezaleznosci X, Y':

EX4+Y|X >0Y >0 = EX|X >0Y >0+ EY|X >0Y >0 = EX|X >
0)+ EY|Y >0)

X 1Y maja ten sam rozktad zatem:

E(X+Y|X >0,Y >0) =2E(X|X > 0)

1

B(XIX >0) = 5 /OOO 2 f(2)dz

Obliczymy teraz calke

1 _ 1.2 1 1.2
/mxe 2 d:c:—me 2
o ] _1,2
/0 \/ﬁxe 2 dr = E
Z symetrii rozkladu normalnego P(X > 0) = 3
Podsumowujac:

E(X+Y|X>0Y>0)=2-

o= =
g
N

Odpowiedz

3o

10/122
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Zadanie 7 (Wiktoria M)

Niech X,Y beda niezaleznymi zmiennymi z rozkltadu N(0,1). Wyznacz rozklad X + Y pod
warunkiem, ze X > 01 Y > 0. To znaczy, dla kazdego z oblicz:

PX+Y <z|X >0,Y >0).

Wskazowka: Wynik podaj w terminach standardowego rozktadu normalnego.
Rozwigzanie

PIX+Y <2, X>0Y >0)
P(X >0,Y >0)

PX+Y <z X>0,Y >0) =

1.1 = 1(7 niezaleznosci X,Y).

: . . . . 1
Mianownik tego wyrazenia wynosi 3 - 5 = ;

Aby tatwiej obliczy¢ licznik, wprowadZmy zmienne U = X—\;%Y,V = % Z Zadania 5(pod-
punkt 7i7) wiemy, ze X +Y oraz X —Y sa niezalezne, wiec U oraz V' sg niezalezne. Oprécz tego

X +Y ma rozktad N(0,2), a po 'przeskalowaniu’ przez v/2 dostajemy, ze U,V majg rozklad
standardowy normalny.

Obliczmy wiec licznik, po drodze korzystajac z faktu, ze ¢(u) to pochodna ®(u), wiec [ ¢(u)P(u)du =
1®(u)?, co z kolei implikuje fg ¢(u)®(u)du = 1(P(t)* — ©(0)?) = 1®(¢)* — &.

P(X+Y<Z,X>0,Y>0):P(0<U<\%,—U<V<U):/ﬁ¢(u)/u (v)dvdu =
0 —u

% % i? Z \9 2 z 1 -
- /Of ¢(u)(2@(u) — 1)du = g/of d(u)®(u)du — /Of o(u)du = @(ﬁ) — ®(0)* — cp(ﬁ) +5=
= B(R— B+ = () - 3P

Laczac otrzymane wyniki, otrzymujemy wynik 4(®( %) —3)?

Odpowiedz

1
4((—=) — 5)2 dla z > 0, wpp. 0

N

11/p22)
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Zadanie 8 (Krzysztof Peszko)

Rozwazmy nastepujacy eksperyment. Stojac na przeciwko bardzo dtugiej Sciany wprawiaja
latarke w ruch obrotowy i obserwujemy losowy punkt na $cianie na ktérym zatrzyma sie Swiatto
latarki. Dla ustalenie uwagi, powiedzmy, ze stoimi w punkcie (0, 1) a Sciana jest oS OX. Niech
X bedzie wspotrzedna w punkcie na osi OX w ktory zwrdocone jest Swiatto latarki. Jesli §wiatto
nie jest zwrécone na Sciane. to mozemy powtorzy¢ eksperyment do skutku.

(I) Udowodnij, ze dystrubuanta i gestos¢ zmiennej X zadane sa przez:

P(X <x)= ; + ;arctg@?% f(z) = 7r(1j1Lx2)

(IT) Jaka jest E(X)? A jaka jest E(X|X > 0)?

(III) Jesli zmienna X jest zdefiniowana w anologiczny sposob jak powyzesz, ale zamiast punkctu
(0, 1), bierzemy punkt (z,7) to méwimy, ze X ma rozktad Cauchy’ego z paramatrem (zq,7).
Rozktad Cauchy’ego z parametrem (0, 1) nazywamy standardowym rozktadem Cauchy’ego.
Wyznacz dystrybuante, gestosé, wartosé¢ oczekiwana i warianjce dla rozktady Cauchy’ego.

Rozwigzanie

(I) Podzielimy, sobie problem, na dwa podproblemy. Jesli x > 01 x < 0. Jesli « > 0. To
z prawdopodobienwstem %, X < 0, Ciekawsza jest dla fragmetny miedzy 0, ax. Zdefiniujmy,
tréjkat o wierzchotkach w (0, 0), (0, 1) i (x, 0). Zdefiniujmy kont « jako kat w tréjkacie
przy wierzchotku (0, 1). Bazujac na podstawowej trygonometri, wiemy, ze tg(a) = x/1, czyli
a = arctg(x). Mozna réwniez, zauwazy¢, ze prawdopodobienstwo wejscie miedzy 0, a x, jest

’ t . 1
rowne 3 x & = ¢ = %g(x). Takze suma, P(X < z) = %—i—%gm

2
potrzebowaliSmy:.

, czyli doktadnie to co

Jesli natomiast mamy x < 0, to robimy podobny patent, tylko argctg trzeba odjaé¢ od % oraz

zmieni¢ znak . Po przeliczenie jeszcze raz wychodzi: % — %(7@, z analizy mozemy, wyciagnac
minusa i otryzmujemy % + %g(gﬁ), co ostatecznie udowadnia dystrybuante.
By pokazaé¢ gestosc, wystarczy zrobi¢ pochodna dystrybuanty, czyli %% + ‘"C’;"(”ﬁ) = 1frw2), co
nalezato pokazac.
(1)
E(X) /OO 5 f(X) /OO « F(X) /OO = 14a?dt = 2]
—00 —00 —00 . (1 + iL’2)
©1 1 /111_0011 O<>11_0
1 2wt w2m-t J1 27wt 2Tt

Haha, maty btad co — oo, jest znakiem niezdefiniowanym. Niestety nie jestem w stanie udo-
wodnié¢, ze nie da sie tego zdefiniowaé, ale wedlug zewnetrzych zrodet tak jest. Przykro mi za
niedogodnosé.

EX|X >0)=..
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2
P(X <z|X >0) = ;arctg(x)

2
XIX>0)=—
JXIX>0) - (14 22%)
00 2 o 1
E(X|X :/ X|X :/ Cft— a1 dt =2 :/7:
(X|X >0) zx f(X]X > 0) T 1529 [t = 2" +1,dt = 2zdx] Ml
1 o]
— | —=00
™ J1 t

(ITI) Dystrybuanta: Z prostych przesunieé geometrycznych (jak popatrzy si¢ na rysunku), to
mozna zapisaé jako:

1 1 —
P(X <z) = 5 + ;arctg(m on

)

Gestosé: (pochodna dystrybuanty)

1
T+ (A P)
E(X), podobnie jak Var(X), z przyczyn z (II) tez sa niezdefinowane.

fz) =

Zadanie 9 (Michat)

Majac do dyspozycji generator liczb losowych z rozktady jednostajnego na odcinku [0, 1] zapro-
jektuj generator liczb z rozkltadu Cauchy’ego

Rozwigzanie

W tym zadaniu skorzystamy z metody odwrotnej dystrybuanty.
Standardowy rozktad Cauchy’ego ma funkcje gestosci prawdopodobienstwa:

1
f(x):m

Zmajdujemy dystrybuante:

Fay= [* pie= [

—00 —00 7T(1 + t2>
1 1
F(z) = —arctanz + —, reR
T 2
Jest to funkcja $cile rosnaca, a zatem posiada funkcje odwrotna:
F(u) = tan(w(u - l)) : u € [0,1]

Niech U bedzie zmienng losowa o rozkladzie jednostajnym na przedziale [0,1]. Definiujemy
zmienng losowa

X =FY(U) = tan(n(U - })).
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Sprawdzmy czy genertor dziata, rzeczywiscie dla dowolnego = € R zachodzi
P(X <z)= P(tan(w(U - %)) < :E)
= IP’(U < l arctanx + 1)
m 2

1
= —arctanz + —
T 2

co oznacza, ze zmienna losowa X ma standardowy rozklad Cauchy’ego.

Odpowiedz

X = tan(w(U - %)) :

Zadanie 10 (Kamil)

Niech X,Y beda niezaleznymi zmiennymi losowymi o rozkladzie N(0,1). Wyznacz rozktad

zmiennej losowej Z = %

Rozwigzanie

Policzymy dystrybuante, catka musi by¢ liczona po obszarze, ktéry wyznacza wyrazenie w

prawdopodobienstwie (obszar zaznaczony na rysunku):

(Fes
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Nieréwnoéé

<l
IA
s

jest rownowazna
X <aY dlayY >0, X >aY dlaY <O0.

Poniewaz zmienne losowe X i Y sg niezalezne oraz maja rozklad normalny N (0, 1), ich wspdlna
gestosé to iloczyn gestosci i ma postac:

1 w2+y2

Ifxy(z,y) = o€ 7

Dystrybuanta zmiennej 3 X wynosi wiec

ay 1 2242 0 SSI | 2y
P o) [ g [ [ e e,
—oo Jay

Patrzac na rysunek mozna doj$¢ do wniosku, ze tatwiej przejs¢ po obszarze za pomoca kata i
promienia, a nie wspétrzednych kartezjanskich. Wprowadzamy wiec wspotrzedne biegunowe:

x =rcosb, Yy = rsind,

Wéwezas
2yt =1 dzx dy = rdrdb,
a gestos¢ wspolna przyjmuje postac
1 .2
2—6_77“ drdf.

™

2
( <a> / / 76 2rd0dr—|—/ / LT dodr
arctanf 7r+arctan7 27'('

Wyciggajac state przed catki otrzymujemy

o] 2 ™ 21
P<X§a>:1(/ e2rdr) / d9+/ dg | .
Y 21 0 arctan % mT+arctan %

Najpierw liczymy catke po zmiennej 7:

Teraz liczymy catki po kacie:
™ 1
/ df = m — arctan —,

rctan% a

27 ]_ 1

/ df = 21 — (ﬂ' + arctan ) = 7 — arctan —.

7r+arctan% a a

Zatem X 1 1 1 1
P ( < a) = (27r — 2arctan ) =1-— —arctan —.

Y o a T a
X 1 1 1 /7 1 1

P < < a> =1— —arctan—=1— — ( — arctana> = — + —arctana.

Y T a T \2 2 0w

Jest to dystrybuanta rozktadu Cauchy’ego
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Odpowiedz

X
v~ Cauchy(0, 1)

Zadanie 11 (Kuba Sultkowski)

Niech (X,Y) bedzie punktem wylosowanym jednostajnie ze zbioru {(z,y) | 22 +y? < 1,z > 0}
(czyli jednostkowego pétkola). Jaki rozktad ma zmienna Y/X?

Rozwigzanie

Poprawmy tre$¢ zadania i zamienmy warunek x > 0 na x > 0, aby unikna¢ dzielenia przez zero
(x =0 i tak jest zdarzeniem miary zero).

Zauwazmy, ze wylosowanie punktu jednostajnie z pétkola jest rownowazne z wylosowaniem
jednostajnie kata i (juz niejednostajnie) odlegtosci od (0, 0).

Nazwijmy nasze potkole S = {(z,y) | z> + y* < 1,z > 0}

F(z):/S[Y/ng] dSZ/iT/OlQT[Y/Xéz] dr da

Zdarzenie [Y/X < z] jest niezalezne od r

F(z):/g[Y/ng]/OIQTdrda:/g[Y/Xéz]ldozz/j[‘ﬁ&naéz] dov

™ -5 ™

us
2
s

= — = 71T (tan_l(z) + 2)

Jest to dystrybuanta rozktadu Cauchy’ego

Odpowiedz

Y
5~ Cauchy(0, 1)
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Zadanie 12 (Olek Wieczorek)

Czas obstugi i-tego klienta dany jest zmienn;j losowg o wartosci oczekiwanej wynoszacej 2 minuty
oraz wariancji rownej 1 minucie. Zmienne opisujace kazdego z klientéw sa niezalezne. Niech Y
oznacza sumaryczny czas obstugi 50 klientéw. Wyznacz P(90 <Y < 110).

Rozwigzanie

W tym zadaniu trzeba skorzysta¢ z CTG. Ogranicza sie to do tego, ze po prostu musimy tak
zmodyfikowaé¢ dana nieréwnos¢, zeby wyszedt nam wzor z CTG. Wtedy aplikujemy twierdzenie
i mamy wynik.

Policzmy potrzebne rzeczy:

Y; — czas obstugi i-tego klienta

50 B Y
Y=V, V-—
2 50
BY) = LB(Y) = = S By = L5022
50 S50 = VY50 B
Var(Y) = —= S Var(vi) = -~ 501~
502 & 502 50
1
—— = V60 =5V2
Var(Y)

I teraz wystarczy odpowiednio przeksztalci¢ nieréwnosé z tresci:

9 — 11 1 — - 1
P(90§Y§110):P<5§Y§5>:P(—<Y—E(Y)§ )

:p(—ﬁg%_\/ﬁ) =®(V2) - ®(—V2) =2 -(v2) - 1

Przedostatnia réwnosé to CTG, a ostatnia wynika z symetrii rozktadu normalnego (®(—z) =
1 —®(x)).
Teraz mozemy jedynie odczytaé¢ dystrybuante z tabelki.

2-9(v2) —1~2 $(1.41) — 1~ 0.84

Odpowiedz

D(V2) — &(—V2) ~ 0.84
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Zadanie 13 (OSKIBOSKI123)

Niech Y bedzie zmienng z rozktadu dwumianowego z parametrami n = 20 oraz p = % Wyznacz
P(8 <Y < 10) dokfadnie. Nastepnie rozpisz Y jako sume indykatoréw i wyznacz to samo
prawdopodobienstwo za pomoca Centralnego Twierdzenia Granicznego. Roznica pomigdzy tymi
dwoma wynikami wynika z faktu, iz przyblizamy rozktad dyskretny z malym n za pomoca
rozktadu ciaglego. Sytuacje mozna poprawi¢ zauwazajac, ze dla Y zachodzi P(8 <Y < 10) =
P(7.5 <Y <10.5). Wyznacz szukane prawdopodobieristwo po zastosowaniu tej poprawki oraz
porownaj otrzymane wyniki numerycznie.

Rozwigzanie

Niech Y ~ Bin (n =20,p= %) Wyznaczamy P(8 <Y < 10).
1. Obliczenie dokladne
20\ /1\?
PY=k)= - k=0,...,2
(¥ =) <k>(2) 0,....20

10 2 1
P(8§Y§10):Z<:>-220

k=8

20 20 20
(8) 5970, (9) 67960, (10)

125970 4+ 167960 + 184756 478686

P, = = ~ 0.4
et 220 1048576 ~ U400
2. Przyblizenie CTG bez poprawki cigglosci
Niech Xi,..., Xy i.i.d., X; ~ Bernoulli(1/2). Wtedy:
1 , 1 1
E[X;] =H=3, Var(X;) =0 =7 =5

B 1 20 Y
Xopg= > X; = —
2 201.221 20

7, Twierdzenia 15.3.1:

. X, — B o4
T}grgoP<a§ a/\/ﬁgb>—<1>(b) O (a)

Dla n = 20 stosujemy przyblizenie.
Zdarzenie {8 <Y < 10} réwnowazne jest {0.4 < Xo < 0.5}.

Podstawiamy do wzoru CTG:
~04—p 04-05

“T V0 05/v20
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,_05—p _05-05
~ 0/vV20  0.5/1/20

Obliczamy liczbowo:

0/v/20 = 0.5/v/20 ~ 0.5/4.472136 = 0.1118034

—0.1

U 0.8044272 ~ —0.8044
= Oil1sozs 089wt 0-89

=0

Zatem:
PB8<Y <10)~ P(-0.8944 < Z <0), Z~ N(0,1)

= ®(0) — B(—0.8944) ~ 0.5 — 0.1856 = 0.3144

3. CTG z poprawka cigglosci
Poprawka: P(8 <Y < 10) = P(7.5 <Y <10.5), czyli:
7.5 = 10.5 =
{20 < Xy < 20} = {0.375 < Xop < 0.525}

Podstawiamy do wzoru CTG:

375-05  —0.12
/03508 S 1118034~ —1.1180
0.5/v/20  0.1118034

,0525-05  0.025
~05/v/20  0.1118034

= 0.2236068 ~ 0.2236

Zatem:
PB<Y <10)~ P(—1.1180 < Z < 0.2236)

= $(0.2236) — B(—1.1180) ~ 0.5885 — 0.1318 = 0.4567

5. Poréwnanie

Doktadna warto$é: 0.4564. CTG bez poprawki: 0.3144 (btad =~ 0.1420). CTG z poprawka:
0.4567 (btad ~ 0.0003).

Przyblizenie CTG z poprawka ciagtosci daje wynik bardzo bliski doktadnemu.
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Zadanie 14 (Stanistaw Macura)
Zaprosites na przyjecie 64 gosci. Zaktadajac, ze kazdy z nich bedzie chciat zje$¢ niezaleznie od

L L oraz i odpowiednio, ile kanapek

pozostatych 0, 1 albo 2 kanapki z prawdopodobienstwami , 5
musisz przygotowaé, aby mie¢ 95% pewnosci, ze ich nie zabraknie?

Rozwigzanie

Niech X; oznacza liczbe kanapek zjedzonych przez i-tego goscia.

Niech S = 3%, X;. Wéwezas

Z centralnego twierdzenia granicznego:

S ~ N (64, 32)

Szukamy s takiego, ze P(S < s) = 0.95. Mamy

P(S§s)—P<S—64 8—64)

VR S VB

Niech Z = 278 ~ N(0,1). Z tablic:

P(Z < 1.645) = 0.95

Stad
s — 64
—1.645 = s=64+1.645v32~73.3
V32

Zatem nalezy przygotowaé co najmniej kanapki.
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Zadanie 15 (Filip Manijak)

Niech Xi,..., X, bedzie ciagiem niezaleznych zmiennych losowych z rozktadu wyktadniczego
z parametrem A\ = 1. Niech X bedzie $rednia arytmetyczng tego ciggu. Jak duze musi by¢ n,
aby

P0.9< X <1.1)>0957

Rozwigzanie

Zmienne X; maja E[X;] = 1,Var[X;] = 1. Wtedy S = % Skoro n jest wystraczajaco duze,
to podstawowe CTG daje nam:

P(agsl_lgb) — ®(b) — ¥(a)
7

Poniewaz érednia ma E[S] = 1, Var[S] = 1/n. Przeksztalcajac:

S —1 a b
< < = - < < —
P(a_ T _b) P(\/ﬁ—i—l_s_\/ﬁ—l—l)

v

Czyli a > —0.1y/n oraz b < 0.1y/n. Minimalne n otrzymamy oczywiscie dla najmniejszego a i
najwiekszego b, czyli —a = b = 0.1y/n. Czyli chcemy znalez¢é minimalne n Ze:

B(b) — Bla) =2+ B(b) — 1 = 2% B(0.1y/n) — 1 > 0.95

Niestety nie da si¢ tego tadnie policzyé¢, wigc sprawdzamy w tablicach. Wychodzi nam, ze
O(z) > 0.975 dla > 1.959964. Czyli

0.1y/n > 1.959964 — n > 385

Odpowiedz

385
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Zadanie 16 (Kuba Sulkowski)

Wskaz, jak mozna wykorzysta¢ eksperyment, w ktérym rzucamy n razy igltg dtugosci 1 na plasz—
czyzne z rownolegtymi liniami narysowanymi o odstepach jeden, do oszacowania Wartosc1 . Jak

duze powinno by¢ n, aby z prawdopodobienstwem 0.95 nasze oszacowanie byto z dokladnosmq
do 0.017 Skorzystaj z CTG.

Rozwigzanie

Nasze zdarzenie to standardowa igta Buffona, czyli kazdy rzut jest proba Bernoulliego o praw-
dopobienstwie sukcesu %

Wartosé oczekiwana sumy tych indykatoréw po n prébach jest E(>7 , X;) = %n,
a wariancja wyniesie Var(X" , X;) =n - (1 - 7)

Dla éredniej mamy: E(S) = 2, Var(S) =+ - 2. (1 — %)

Zamiast obliczac % z doktadnoscia 0.01 obliczymy % z doktadnoscia 0.02.
Przyjmiemy p = %, e =0.02

<S<p+e)=

m2n m2n m2n
G = P(_E 7'['—2 (S=p) 7'('—2 77—2)

Kopiujac z zadania wyzej (lub sprawdzajac w tablicach),
widzimy ze ®(z) > 0.975 dla x > 1.959964. Czyli

m2n
0.02:,|—— >1.959964 = n > 2222
20r —2) 7

Moglibysmy zalozy¢, ze mamy jaka$ ograniczona wiedze na temat 7 (gdybySmy znali doktadna
wartos¢ m, obliczenie % mogloby by¢ wykonane proéciej).

Wiedzac jedynie, ze m > 2, dostalibySmy n > 2401 (pesymistycznym przypadkiem jest tutaj
T =4)

Odpowiedz
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